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Abstract—Plane sweep is a well-known method to create a vir-

tual view and a depth map of an object from multiple videos. In 

this paper, we propose an effective view-dependent weighting 

method for camera pixel colors to compute a plausible virtual 

view pixel color in plane sweep. Our method achieves the smooth 

transition of a virtual view, in which a sudden change and a blur-

ring effect of colors are avoided, when a virtual viewpoint moves. 

For each virtual view pixel, two cameras are selected among all 

cameras according to the angles between the viewing rays of the 

cameras and the virtual view. The camera which has the smallest 

angle is used as a primary camera whose pixel color is surely 

used. The camera which has the second smallest angle is used as a 

secondary camera whose pixel color is used if its angle is near the 

angle of the primary camera; in this case, the pixels of the two 

cameras are given the weights determined by the difference be-

tween their angles. This approach results in segmenting the vir-

tual view into two kinds of regions, that is, one-camera regions 

and two-camera regions. Each pixel in a one-camera region is 

given a pixel color of a single camera while each pixel in a two-

camera region is given a weighted average of pixel colors of two 

cameras. The boundary of two one-camera regions becomes a 

two-camera region which achieves the smooth blending of the 

two regions. Some experiments show an effective performance of 

our method.  

Keywords—plane sweep; virtual view; depth map; view-

dependent weighting; GPU 

I.  INTRODUCTION 

Plane sweep is a well-known method to create a virtual 
view and a depth map of an object from multiple videos which 
capture the object from different camera positions. This meth-
od sweeps a plane parallel to the screen of a virtual view at 
regular depth intervals in its viewing direction. Each depth is 
evaluated to judge whether the surface of an object is on the 
plane or not. For the 3D point on the plane hit by the viewing 
ray of a virtual view pixel, if the colors of the camera pixels 
projected to the 3D point are similar to each other, which is 
called “photo-consistent”, the 3D point is judged to be an ex-
isting point on the surface. Then, the color of the virtual view 
pixel is computed from the photo-consistent colors of the cam-
era pixels.  

In order to compute a plausible color for a virtual view pix-
el, a well-known way uses only the color of the camera pixel 
whose ray is the closest to the ray of the virtual view pixel. 

However, this causes a sudden color change of the virtual view 
when the closest camera changes to another one by the move-
ment of the virtual viewpoint. In another way, the colors of the 
camera pixels are averaged with weights determined in an in-
versely proportional manner to the angles between the rays of 
the camera pixels and the virtual view pixel. However, such a 
simple view-dependent weighting tends to blur the virtual view. 
In this paper, we propose an effective view-dependent 
weighting method to avoid the above problems. Our method is 
considered to be a combination of the above two ways by se-
lecting primary and secondary cameras for each virtual view 
pixel and blending their pixel colors with view-dependent 
weights determined by the difference between the angles of 
their rays for the virtual view ray. This results in segmenting 
the virtual view into one-camera regions with two-camera 
boundary regions to achieve the smooth transition of the virtu-
al view without a sudden change and a blurring effect of colors. 

II. RELATED WORK 

Many plane sweep methods have been proposed so far after 

Collins proposed the first one [1]. Yang et al. proposed a real-

time method to obtain a virtual view and a depth map by a 

hardware acceleration scheme using programmable pixel 

shader on GPU [2]. Their method calculates the RGB mean 

and the luminance SSD for the photo-consistency test of each 

virtual view pixel and each depth using a representative refer-

ence camera and selects the mean with the smallest SSD. 

Woetzel et al. also proposed a hardware-accelerated method 

[3]. Their method uses truncated SSD scores to limit the influ-

ence of outliers due to image noise and non-diffuse surfaces 

and shiftable windows to handle discontinuities. Li et al. pro-

posed a hardware-accelerated method [4] to efficiently render 

the photo hull of an object using its visual hull reconstructed 

by their other method [5]. Geys et al. proposed a two-step 

method [6] [7]. In their method, after an efficient plane sweep 

algorithm generates a crude depth map on GPU, the depth map 

is refined by a graph cut optimization algorithm on CPU. 

Nozick et al. proposed a method to treat occlusions by effec-

tive score computation to remove outliers [8]. Liu et al. pro-

posed an undersampled light field rendering method using a 

plane sweep approach [9]. Zabulis et al. proposed a sphere 

sweeping method [10]. McKenney et al. proposed a parallel 

plane sweep algorithm for multi-core systems [11]. Ja-



rusirisawad et al. proposed a real-time plane sweep method for 

uncalibrated cameras by using a projective grid space [12]. 

Irschara et al. proposed a 3D reconstruction method for aerial 

images by plane sweep [13]. Hane et al. proposed a plane 

sweeping stereo method for fisheye images [14]. 

Matusik et al. proposed a real-time rendering method for a 

polyhedral visual hull of an object using multiple videos [15]. 

They used the k-nearest neighbor weighting for camera pixel 

colors at each vertex of the polyhedral model based on the 

unstructured lumigraph rendering [16]. This weighting selects 

the 𝑘 cameras whose rays to the vertex are closest in angle to 

the virtual view ray. By using the 𝑘-th ray with the largest 

angle 𝜃𝑘 , the weight 𝑊𝑖  for the 𝑖-th ray with angle 𝜃𝑖  is de-

fined as follows: 𝑊𝑖 = 𝑤𝑖 ∑ 𝑤𝑗
𝑘
𝑗=1⁄ , 𝑤𝑖 = 1 − 𝜃𝑖 𝜃𝑘⁄ . The 

weight 𝑊𝑘 falls to zero while the remaining 𝑘 − 1 weights are 

non-zero. This simple weighting realizes the smooth transition 

of a virtual view when a virtual viewpoint moves. However, 

such an weighting approach often blurs the virtual view. We 

propose a new effective view-dependent weighting method to 

avoid such a blurring effect as well as a sudden color change 

caused by using only a single camera. 

III. PROPOSED METHOD 

A. Depth Evaluation by Photo-consistency in Plane Sweep 

In plane sweep, the plane at each depth is evaluated to judge 

whether the surface of an object is on the plane or not. For the 

3D point on the plane hit by the ray of each virtual view pixel, 

if the colors of the camera pixels projected to the 3D point are 

similar to each other, that is, photo-consistent, the 3D point is 

judged to be an existing point on the surface. The test of pho-

to-consistency is often done by using the variance of the cam-

era pixel colors; if the variance at the depth is the smallest 

among the variances at all depths or smaller than a predefined 

threshold, the camera pixel colors are judged to be photo-

consistent. Then, the color of the virtual view pixel is comput-

ed from the photo-consistent colors. 

B. Selection of Cameras 

After obtaining the camera pixels with the photo-consistent 

colors, we obtain the angle between the ray of each camera 

pixel that hits the 3D point on the depth plane and the ray of 

the virtual view pixel, as shown in Fig. 1. Among all cameras, 

our method selects the two cameras with the smallest angle 𝜃1 

and the second smallest angle 𝜃2. The camera with 𝜃1 is used 

as a primary camera while the camera with 𝜃2  is used as a 

secondary camera. Actually, our method compares the angles 

by their cosines, cos 𝜃𝑖 , 𝑖 = 1, 2,⋯, for efficiency by compu-

ting each cosine using the inner product of the 3D vectors of 

two rays; The cameras with the largest and the second largest 

cosines are selected. 

C. Effective View-dependent Weighting 

If each virtual view pixel is given only a pixel color of its 

primary camera, a virtual view is segmented into regions, each 

of which has pixel colors given by a single camera with clear 

boundaries, as shown in Fig. 2 (a). Each region, which is 

called one-camera region, has a high quality with continuous 

colors that come from a single video while the boundaries 

with color discontinuity degrade the quality of the whole vir-

tual view. In addition, a sudden color change happens when 

the virtual viewpoint moves. In order to solve this problem, 

our method enlarges each boundary, as shown in Fig. 2 (b), 

and smoothly blends the two one-camera regions adjacent to 

each other in the enlarged boundary. The enlarged boundary is 

called two-camera region. The primary camera of a one-

camera region 𝑅𝑎  becomes the secondary camera of a one-

camera region 𝑅𝑏  adjacent to 𝑅𝑎 . In the two-camera region 

𝐵𝑎𝑏  between 𝑅𝑎 and 𝑅𝑏, the angles of the rays of the primary 

and secondary cameras are close to each other. Thus, our 

method obtains the primary and secondary cameras and their 

angles for each virtual view pixel individually and uses them 

according to the difference between the angles; This process 

for individual virtual view pixels results in segmenting the 

whole virtual view into one-camera and two-camera regions 

appropriately. The angle difference of the primary and sec-

ondary cameras is used to determine the weights for the pixel 

colors of the two cameras. Actually, we use the difference 

between the cosines of the angles, instead of the difference 

between the angles, for efficient computation. 

For each virtual view pixel 𝑝𝑣, the difference between the 

cosines of the angles 𝜃1 and 𝜃2 of the primary and secondary 

cameras is represented as follows. 

𝐷12 = cos 𝜃1 − cos 𝜃2   (1) 

In our method, if the condition of (2) is satisfied, the pixel 𝑝𝑣 

is treated as a pixel in a one-camera region. 

𝐷12 ≥ 𝐷𝑏𝑛𝑑     (2) 

The threshold 𝐷𝑏𝑛𝑑 is defined in advance to control the width 

of a two-camera region. In this case, the color 𝐶𝑣 of the pixel 

𝑝𝑣 is given the pixel color 𝐶1 of the primary camera. 

𝐶𝑣 = 𝐶1     (3) 

 
Fig. 1. Angles between camera rays and a virtual view ray. Camera 1 with the 

smallest angle 𝜃1 is selected as a primary camera, and camera 2 with 

the second smallest angle 𝜃2 is selected as a secondary camera. 

(a)     (b)  

Fig. 2. Segmentation of a virtual view. (a) Segmentation into one-camera 

regions. (b) Segmentation into one-camera and two-camera regions. 



Inversely, if the condition of (4) is satisfied, the pixel 𝑝𝑣  is 

treated as a pixel in a two-camera region. 

𝐷12 < 𝐷𝑏𝑛𝑑     (4) 

In this case, the color 𝐶𝑣 of the pixel 𝑝𝑣  is given a weighted 

average of the pixel colors 𝐶1 and 𝐶2 of the primary and sec-

ondary cameras by using the difference 𝐷12 as follows. 

𝐶𝑣 =
1

2
(1 +

𝐷12

𝐷𝑏𝑛𝑑
) 𝐶1 +

1

2
(1 −

𝐷12

𝐷𝑏𝑛𝑑
) 𝐶2  (5) 

The above is unified as our view-dependent weighting as fol-

lows. 

𝐶𝑣 = 𝑤1𝐶1 + 𝑤2𝐶2

{
𝑤1 = 1
𝑤2 = 0

(𝐷12 ≥ 𝐷𝑏𝑛𝑑)

{
𝑤1 = (1 2⁄ )(1 + 𝐷12 𝐷𝑏𝑛𝑑⁄ )

𝑤2 = (1 2⁄ )(1 − 𝐷12 𝐷𝑏𝑛𝑑⁄ )
(𝐷12 < 𝐷𝑏𝑛𝑑)

 (6) 

This weighting smoothly blends adjacent two one-camera re-

gions in their two-camera region to achieve the smooth transi-

tion of a non-blurred virtual view for a moving virtual view-

point. 

D. Implementation for Efficiency 

Our software is implemented by using graphic libraries 

OpenGL and GLSL. In particular, a color of each virtual view 

pixel is efficiently computed in parallel on a GPU by GLSL 

fragment shader programming. In each frame time, first, the 

silhouette of an object is extracted from each video by back-

ground subtraction. Then, at each depth in plane sweep, the 

silhouettes of all the videos are projected on the depth plane to 

obtain their intersection, which is the interior of a visual hull 

of the object intersecting with the plane. For efficiency, the 

photo-consistency tests are done only for virtual view pixels 

projected within the interior. The depth plane is implemented 

by using an OpenGL polygon. The 3D point on the plane hit 

by the ray of each virtual view pixel is obtained efficiently by 

GLSL rasterizer. Thus, the 3D vectors of the rays of the virtual 

view pixel and camera pixels to compute their angles are easi-

ly obtained. 

IV. EXPERIMENTAL RESULTS 

We made three experiments to verify the performance of 

our method. We used ten cameras to capture a target object as 

shown in Fig. 3. All the cameras were connected to one PC by 

IEEE1394. The experimental environment is shown in Table 1.  

The results of the first experiment are shown in Fig. 4. The 

images in Fig. 4 are frame images extracted from a resulting 

virtual view video. The images (a), (c), and (e) show the result 

by giving each virtual view pixel only a pixel color of its pri-

mary camera. The two colors, yellow and pink, in (a) indicate 

two one-camera regions, each of which is given pixel colors 

by a single camera. The resulting virtual view image (c) and 

its magnified image (e) have an artifact of color discontinuity 

caused by a clear boundary between the two regions. This 

artifact is noticeable particularly in the resulting video. The 

images (b), (d), and (f) show the result by our method. The 

black color in (b) indicate a two-camera region in which the 

pixel colors of the two one-camera regions are blended by our 

method. In the resulting virtual view image (d) and its magni-

fied image (f), the artifact in (c) and (e) disappears. The result-

ing video shows that our smooth blending method works to 

avoid a sudden color change for a moving virtual viewpoint. 

The results of the second experiment are shown in Fig. 5. 

The images (a), (b), and (c) were made by using a well-known 

view-dependent weighting approach [15,16]. Every virtual 

view pixel is given a weighted average of the pixel colors of 𝑁 

cameras, 𝑁 = 2 in (a), 𝑁 = 3 in (b), and 𝑁 = 4 in (c), by us-

     
Fig. 3. Cameras and a target object. 

Table 1. Experimental environment. 

OS Windows 8.1 64bit 

IDE Visual Studio 2015 

Language C/C++ 

Library OpenGL, GLSL, OpenCV 

CPU Intel(R)Core(TM)i7 2.93GHz 

RAM 8GB 

GPU NVIDIA GeForce GTX680 

Camera device 
PointGreyResearch 

Firefly MV FFMV-03M2M-CS 

Image resolution 640×480 

(a)     (b)  

(c)     (d)  

(e)     (f)  

Fig. 4. Removal of color discontinuity caused by boundaries. 



ing the angles of their rays to select the cameras and determine 

the weights. Each of these images has a blur in the whole im-

age although it does not have color discontinuity. The image 

(d) made by our method does not have a severe blur because it 

consists of dominant non-blurred one-camera regions and 

slightly blurred two-camera regions. The image (e) shows one-

camera and two-camera regions of (d). 

The results of the third experiment are shown in Fig. 6. The 

images in each of (a) and (b) are a set of successive frame 

images extracted from a resulting virtual view video. The vid-

eo of (a) was made by the simplest way; It was made by se-

lecting a camera whose optical axis direction was the closest 

to that of a virtual view and giving the pixel colors of the se-

lected camera to all virtual view pixels. That is, the virtual 

view depends on a single camera. In (a), the colors of the 

whole virtual view suddenly change between the second and 

third frame images by the change of the selected camera 

caused by the movement of the virtual viewpoint. In the video 

of (b) made by our method, such a sudden color change does 

not happen. Each virtual view pixel is assigned its primary and 

secondary cameras according to the virtual viewpoint. This 

results in segmenting the whole virtual view into one-camera 

and two-camera regions and blending smoothly camera pixel 

colors by appropriate view-dependent weights. 

V. CONCLUSION 

In this paper, we proposed an effective view-dependent 

weighting method to smoothly blend camera pixel colors for 

each virtual view pixel in plane sweep. Our method utilizes 

the difference of the angles of the viewing rays of camera pix-

els for the viewing ray of a virtual view pixel instead of the 

angles themselves. As a result, adjacent two one-camera re-

gions given pixel colors of their respective primary cameras 

are blended in their boundary as a two-camera region given 

weighted averages of pixel colors of their primary and second-

ary cameras. Our method avoids a sudden color change and a 

blurring effect which are serious problems in usual methods.  

Currently, we are planning to generalize our method so as to 

use more than two cameras for appropriate boundary blending 

to make a high-quality virtual view. 
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(a)   (b)   (c)     

(d)   (e)  

Fig. 5. Comparison of different view-dependent weighting approaches. 

(a)        

(b)       

Fig. 6. Successive frame images with virtual viewpoint movement. 
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Abstract— In this study, based on applications of the Support 
Vector Machine in discriminative learning, we proposed a new 
method for making appropriate transformations of the 3D shapes 
of faces to create more appealing impressions with 3D avatar 
faces. Through preliminary experiments we made subjective 
assessments of the impressions conveyed by facial expressions, 
and the synthesized 3D shapes of the faces generated by our 
proposed method were recognized more accurately than those by 
the previous method. 

Keywords— facial expression generation, vector representation 
of 3D object, principal component analysis, morphable 3D model, 
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I.  INTRODUCTION 

Facial expressions play an important role in all facets of 
human communication, even in human-machine 
communications. Since the facial expressions displayed on an 
avatar face are interpreted more accurately in 3D than in 2D, 
we must properly transform the 3D shape of its original neutral 
face to create a 3D avatar face that displays various expressions 
[1, 2]. Morphable 3D face models [3, 4] were introduced by 
learning from many 3D faces that display various expressions 
and impressions on personal attributes with which each 
transformation of the 3D shape to change the facial expressions 
and impressions is described by controlling just a few 
parameters defined as principal component scores. In our 
previous works [5, 6], such parameter transformation suitable 
to generate changes in facial appearance was introduced by 
impression transfer vector [7], obtained by applying linear 
discriminant analysis on the learning face data and uniformly 
defined for any input face as the transformation target. We 
proposed a new method to individually obtain the 
transformations of the parameters for each input face on the 
basis of positional relationship in the parametric space between 
the point representing the input face and the discrimination 
boundaries among different categories of impression classes 
defined by Support Vector Machine learning [8] 

II. BUILDING A MORPHABLE 3D FACE MODEL FOR 

GENERATING FACIAL EXPRESSIONS 

To build a morphable 3D face model that represents 
transformations due to facial expressions, we conducted 3D 
measurements of total M faces displaying various facial 

expressions with a commercial range finder (Danae-R, NEC 
Engineering Ltd.). With a normalization procedure [6] that 
consisted of feature point extraction, pose normalization, and 
re-sampling facial of the surface, we represented the shape of 
the m-th 3D face displaying any expression by N-dimensional 
vector ܆௠ whose components indicate the 3D coordinates of 
the re-sampled points on the facial surface. Let ܁௠ indicate a 
vector that describes the differences of the face shape between 
the m-th face that displays an expression and the neutral face: 

 
௠ࡿ ൌ ௠ࢄ െ  ௡௘௨௧௥௔௟.    (1)ࢄ

 
We then applied Principal Component Analysis (PCA) to the 
set of		܁௠ for ݉ ൌ 1,2,⋯   .ܯ,
As a result of the dimensional reduction achieved by PCA, 
each piece of 3D shape data ܁௠  was transformed into low-
dimensional vector ࢌ௠, whose k-th component (described as 
௠݂,௞) was obtained as Eq. (2): 

 

௠݂,௞ ൌ ௞܃
௧ ∙ ሺࡿ௠ െ  ഥሻ,    (2)ࡿ

 
where ܁ത is obtained as the average of		܁௠ for ݉ ൌ 1,2,⋯  ܯ,
and ܃௞  is the k-th eigenvector of the covariance matrix 
obtained from ܁௠ for ݉ ൌ 1,2,⋯  .ܯ,
 On the contrary, a linear combination of arbitrary parameters 
መ݂
௞  (k=1,2,…,K) and orthonormal bases  ܃௞  (k=1,2,…,K), 

shown in Eq. (3), represents N-dimensional vector ܁෠  that 
indicates the difference in the 3D shape between the novel 
facial expression designated by parameters  መ݂௞  (k=1,2,…,K) 
and the neutral face: 
 

෠܁ ൌ ത܁ ൅ ∑ መ݂
௞ ∙ ௞܃

௄
௞ୀଵ .    (3) 

 
Since an arbitrary change of each component of parameter 

vector ܎መ ൌ ሺ መ݂ଵ, መ݂ଶ,⋯ , መ݂௄ሻ  generates a variety of 3D facial 
expressions, we expect that a novel expression design can be 
approximately represented by this morphable 3D face model. 

 



III. IMPRESSION TRANSFORMATION OF 3D FACES 

BY IMPRESSION TRANSFER VECTOR 

Our previous studies [5, 6, 7] confirmed that the impression 
transfer vector method effectively transformed the impressions 
of the input faces. This method was proposed to manipulate the 
input face either in 2D or 3D in terms of its low-dimensional 
parameters provided by the morphable face model. Let ܍ 
indicate the impression transfer vector obtained for the 
transformation of the input face in terms of the specified factor 
of impressions, such as enhancing the impression of specific 
facial expressions. For transformations with the given 
impression factor, low-dimensional parameter ܎  of the input 
face is converted to as 

 
෡܎	 ൌ ܎ ൅ ࣫ ∙  (4)    ,܍

 
where weighting factor ࣫ indicates the impression 

transformation’s intensity. 
In our previous works [5, 7], impression transfer vector ܍ 

was defined by Fisher’s linear discriminant analysis as a unit 
vector that indicates the direction of the directly leading axis 
from one cluster of the training samples to another, both of 
which are in an adversary relationship regarding a specific 
factor of the perceived impression: a set of faces with a 
glimpse of a specific expression vs. a set of faces without. We 
call this approach for impression transformation the Fisher 
Method.  

In this work, we propose a new version of an impression 
transfer vector defined by Support Vector Machine (SVM) 
learning, as shown in Eq. (5): 

 

࢝ ൌ
ଵ

௠
∑ ௞ࣀ
௠
௞ୀଵ െ

ଵ

௡
∑ ௞ࣁ
௡
௞ୀଵ ,   (5) 

 
where ࣀ௞for k ൌ 1,2,⋯, indicate the support vectors in the 

positive domain of the parametric space that are m-th nearest 
from the input face, and ࣁ௞  for k ൌ 1,2,⋯,  indicate the 
support vectors in the negative domain of the parametric space 
that are n-th nearest from the input face. In the positive 
domain, face samples exist with the same impression as the 
input face, but in the negative domain, however, other learning 
samples have opposite impressions to the input face. 

After the ܟ being normalized to a unit vector, the weight 
vector was substituted for the previous impression transfer 
vector ܍  in Eq. (4). We call this approach for impression 
transformation the SVM Method. 

Transformation from the input face ܆  with the original 
facial expression to the synthesized face ܆෡ 	with a more 
appealing facial expression was conducted in the same 
framework of impression transformation by the impression 
transfer vector (Eqs. (6), (7), (8), and (9)): 

 
܁ ൌ ܆ െ  ௡௘௨௧௥௔௟,    (6)܆

 
܎ ൌ ሺ ଵ݂, ଵ݂,⋯ , ௄݂ሻ, where ௞݂ ൌ ௞܃

௧ ∙ ሺ܁ െ  തሻ,  (7)܁
 

መ܎ ൌ ൫ ଵ݂
෡ , ଵ݂
෡ ,⋯ , ௄݂

෢൯, where 	܎෡ ൌ ܎ ൅ ࣫ ∙  (8) ,࢝

 
෡܆ ൌ ௡௘௨௧௥௔௟܆ ൅ ൛܁ത ൅ ∑ ௞݂

෡ ∙ ௞܃
௄
௞ୀଵ ൟ.  (9) 

 

IV. EXPERIMENTAL RESULTS ON FACIAL 

EXPRESSION GENERATION 

To obtain a set of training data for building a morphable 3D 
face model, we conducted 3D measurements of faces with 40 
people, each of whom provided a neutral face that displayed no 
expressions and six facial expressions that displayed four 
utterances and two emotions (Table 1). Although we also 
measured 3D faces while uttering[e], we omitted these data in 
this experiment because their mouth openings were much 
smaller than the other vowels, which complicate the 
discrimination. 

In this experiment, we applied two types of impression 
transformation methods, the Fisher and SVM Methods, to the 
averaged faces of the 40 measured 3D faces to create their 
facial expressions. Fig. 1 shows the set of original 3D faces, 
denoted as ܆௠  in Eq. (6), each of which displays non-
emphasized facial expressions on the average face. Figs. 2 and 
3 show the corresponding set of the impression emphasized 
3D faces denoted as ܆෡ in Eq. (9), obtained as a result of the 
impression transformation by the previous Fisher Method and 
the proposed SVM Method. 

In addition, we made more quantitative comparisons 
between the Fisher and the SVM Methods to determine 
whether the proposed SVM Method successfully generates 
more perceptible facial expressions by the 3D shape 
transformation scheme based on the impression transfer vector. 
We subjectively assessed the impression transformations of 
the 3D faces. We built a morphable face model from the 3D 
faces of 40 people, each of whom provided neutral faces and 
six facial expressions. By using the k-means clustering method, 
40 neutral faces were clustered into four spatially dispersed 
groups in the parameter space. And we selected the face 
whose Euclidean distance from the origin in the parametric 
space obtained by PCA is largest in each of the four groups. 
from origin in PCA space. These were called Persons A, B, C, 
and D (Fig. 4) 

For the two expression categories, i.e., mouth-closed and 
mouth-opened smiling, we conducted subjective evaluation 
tests on the strength of the impressions presented by the facial 
expressions that were synthesized on these four faces by three 
different methods: the Fisher Method, the SVM Method, and a 
non-emphasized version of the expressions. As test subjects, 
ten university student quantified the intensities of the 
impressions perceived from the three types of generated facial 
expressions. We adopted Thurston’s paired comparison 
method for impression ratings. As shown in Figs. 5 and 6, the 
values individually obtained for each facial expression 
indicate the merits of each impression transformation method 
in terms of the intensity of the impression presented by the 
facial expressions.  



V. CONCLUSION 

Through these subjective assessments of the impressions 
presented by the facial expressions, the synthesized 
expressions made by our proposed method (SVM Method) 
were found to be more strongly perceptible in many instance  
than those made by the previous method. 

The reason why the SVM method obtained a good mental 
measure seems to be that the facial expression generated by 
the SVM method generated facial features such as screwed up 
eyes, raised corners of the mouth. In addition, the SVM 
method tends to generate natural facial expressions because 
facial shapes which are similar to the input novel facial 
expression are used. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table 1 Six types of facial expressions investigated in experiment 
 
 
 
 
 
 
 
 

   
Uttering [a] Uttering [i] Uttering [u] Uttering [o] Mouth-closed 

smiling 
Mouth-opened 

smiling 

 
Fig. 1 Original 3D faces X௠ displaying non-emphasized facial expressions 

 
 

   
Uttering [a] Uttering [i] Uttering [u] Uttering [o] Mouth-closed 

smiling 
Mouth-opened 

smiling 
 

Fig. 2 Impression emphasized 3D faces obtained by impression transformation by conventional Fisher Method 
 
 
 
 
 
 
 
 
 
 
 

1 Uttering [a] 2 Uttering [i] 

3 Uttering [u] 4 Uttering [o] 

5 Mouth-closed smiling 6 Mouth-opened smiling 



   
Uttering [a] Uttering [i] Uttering [u] Uttering [o] Mouth-closed 

smiling 
Mouth-opened 

smiling 
 

Fig. 3 Impression emphasized 3D faces obtained by impression transformation by proposed SVM Method 
 

 
   

Person A Person B Person C Person D 
 

Fig. 4 Four 3D faces used for impression testing 
 

 
 
Fig. 5 Results of paired comparison reflecting intensity of 

perceived impression (mouth-closed smiling) 
 

 
Fig. 6 Results of paired comparison reflecting intensity of 

perceived impression (mouth-opened smiling) 
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Abstract—In this paper, we focus on 3D reconstruction 

issue using a low-priced drone quadrotor such as AR.Drone 

manufactured by Parrot Corporation (Fig.1). In this case, 

there are several problems: the resolution of a camera 

equipped with the drone is not so high, errors of corresponding 

feature points between image frames easily occur (called 

“outlier”) because of blurring or shaking the video, and the 

final accuracy of 3D reconstruction decreases. Therefore we 

focus on image frames cut out from the drone video in time 

series and adopt the estimation method with smaller outliers 

(or outlier-less estimation method) for corresponding feature 

points using a combination of FAST[1] (Features from 

Accelerated Segment Test) and an optical flow. Furthermore, 

we perform some experiments with real images to verify the 

validity of our method. 

Keywords—3D reconstruction; Drone; Quadrotor; Bundle 

adjustment; Optical flow; 

I.  INTRODUCTION 

3D reconstruction from 2D images is one of the most 
important research subjects in computer vision or augmented 
reality, and thus many studies have been conducted and 
successful results have been known such as SfM (Structure 
from Motion), BA (Bundle Adjustment), SLAM 
(Simultaneous Localization and Mapping), and MVS (Multi-
View Stereo). These methods are quite effective when a 
good photographing condition is ensured, and it might be 
possible to obtain accurate 3D information comparable to the 
one obtained by an expensive laser range sensor. However, 
they are not always valid when we need to process a 
relatively low-quality video, e.g. the ones taken by a low-
priced drone quadrotor (Fig.1). In such a case, there are 
several problems: the maximum resolution of a drone camera 
is not so high (1280×720 pixels per frame in the AR. Drone 
case), errors of corresponding feature points between image 
frames easily occur (called “outlier”) because of blurring or 
shaking the video, and the final accuracy of 3D 
reconstruction decreases. Furthermore, proper steering 
lessons are necessary for the drone operator to make the 
drone flight stable. 

Therefore in this paper, for realizing easier 3D 
reconstruction using a low-priced drone, we establish a 

method to effectively reconstruct 3D entities from a 
relatively low-resolution video taken by beginner drone 
operators. To be more concrete, we take the following two 
measures into conventional method using BA. The first 
measure is to adopt FAST[1] (Features from Accelerated 
Segment Test) as an extraction method of feature points and 
the second one is to use optical flows between temporal 
adjacent images with the FAST results. This means that we 
examine both estimated point correspondences based on the 
feature points extracted by FAST and the ones by optical 
flows, remove outliers and determine outlier-less point 
correspondences as much as possible. By inputting such 
outlier-less corresponding points determined by our method 
to BA, it is expected to achieve efficient 3D reconstruction 
from a drone video. 

In the following sections, we outline for projective 
geometry and subsequently describe the details of our 
method.  

 

II. CAMERA MODEL AND PRELIMINARY KNOWLEDGE 

A. Notation 

A space point in the world 𝑋𝑌𝑍  coordinate system is 

described as  𝑿 = [𝑋, 𝑌, 𝑍]T using the capital letters of 
alphabet. The point in a 𝑢𝑣  image coordinate system 

corresponding to the space point is described as 𝒎 = [𝑢, 𝑣]T 
using the small letters. The homogenous vector for space 

point 𝑿 is described as 𝑿̃  =  [𝑋, 𝑌, 𝑍, 1]T and that for image 

point 𝒎 as 𝒎̃ = [𝑢, 𝑣, 1]T. 

Fig.1. AR.Drone quadrotor 



B. Camera projection matrix 

The processing for space point 𝑿  projected to image 
point 𝒎 by a camera is modeled by using 3 × 4 matrix 𝑃 as 
follows: 

 𝜆𝒎̃ = 𝑃𝑿̃ = 𝐾[𝑅, 𝒕]𝑿̃ , (1)  

where 𝜆 has the depth information of a 3D space. The degree 
of freedom of projection matrix 𝑃 is 11 because the matrix 
can only be defined meaningfully up to a scaling factor. 𝐾 is 
called “camera intrinsic matrix” including the parameters 
unique to the camera to be used (in this paper, 𝐾 is already 
known). Matrix [𝑅, 𝒕]  is called “camera extrinsic matrix” 
representing transform between the world coordinate system 
and the camera coordinate system, where matrix 𝑅 represents 
rotation and vector 𝒕 represents translation. 

C. Epipolar constraint and fundamental matrix 

If two images of the same scene are taken from different 
viewpoints and 𝒎 (𝑢, 𝑣) of the first image and 𝒎’ (𝑢’, 𝑣’) of 
the second image are the same point in the scene, the 
following epipolar equation is satisfied: 

 𝒎̃′T 𝐹𝒎̃ = 0 , (2)  

where 𝐹  is a 3 × 3  homogenous matrix of rank 2, called 
“fundamental matrix.” As 𝐾 is known in this paper, 𝒎̃𝑘 =
𝐾−1𝒎̃  is obtained by multiplying the image point by the 
inverse matrix 𝐾−1 . In this case, we obtain the following 
projection model in a new image coordinate system from 
Eq.(1): 

 𝜆𝒎̃𝑘 = 𝐾−1𝐾[𝑅, 𝒕]𝑿̃ = [𝑅, 𝒕]𝑿̃ . (3)  

Since the epipolar constraint of Eq.(2) is satisfied in the new 
image coordinate system, we can write the following 
equation: 

 
𝒎̃𝑘

′ T
 𝐸𝒎̃𝑘 = (𝐾−1𝒎̃′)T𝐸(𝐾−1𝒎̃)

= 𝒎̃′T(𝐾−T𝐸𝐾−1)𝒎̃ = 0 . 
(4)  

Matrix 𝐸 is a fundamental matrix for the coordinate system 
normalized by 𝐾−1 , and it is particularly called “essential 
matrix.” When a set of corresponding points 𝒎̃ ↔ 𝒎̃′  is 
determined for Eq. (2), the following equation can be 
described: 

 [𝑢′ 𝑣′ 1] [

𝑓11 𝑓12 𝑓13

𝑓21 𝑓22 𝑓23

𝑓31 𝑓32 𝑓33

] [
𝑢
𝑣
1
] = 0 .  

When 𝒇 = [𝑓11 ⋯ 𝑓33]
T , the above equation can be 

converted to [𝑢𝑢′ 𝑣𝑢′ 𝑢′ 𝑢𝑣′ 𝑣𝑣′ 𝑣′ 𝑢 𝑣 1] 𝒇 = 0. 

If 𝒎̃𝑖 ↔ 𝒎̃𝑖
′ (𝑖 = 1, 2,⋯ ) is determined by using multiple 

point correspondences, the following equation can be 
obtained: 

[
 
 
 
 
 
𝑢1𝑢1

′ 𝑣1𝑢1
′ 𝑢1

′

𝑢2𝑢2
′ 𝑣2𝑢2

′ 𝑢2
′

⋮ ⋮ ⋮

𝑢1𝑢1
′ 𝑣1𝑢1

′ 𝑣1
′

𝑢2𝑢2
′ 𝑣2𝑢2

′ 𝑣2
′

⋮ ⋮ ⋮

𝑢1 𝑣1 1
𝑢2 𝑣2 1
⋮ ⋮ ⋮

𝑢𝑖𝑢𝑖
′ 𝑣𝑖𝑢𝑖

′ 𝑢𝑖
′

⋮ ⋮ ⋮
𝑢8𝑢8

′ 𝑣8𝑢8
′ 𝑢8

′

𝑢𝑖𝑢𝑖
′ 𝑣𝑖𝑢𝑖

′ 𝑣𝑖
′

⋮ ⋮ ⋮
𝑢8𝑢8

′ 𝑣8𝑢8
′ 𝑣8

′

𝑢𝑖 𝑣𝑖 1
⋮ ⋮ ⋮

𝑢8 𝑣8 1]
 
 
 
 
 

𝒇 = 𝟎 . 

Thus, it is possible to estimate 𝐹 if there are eight pairs of 
corresponding points and 𝐸  can also be estimated because 

𝐹 = 𝐾−T𝐸𝐾−1. 

D. Optical flow 

Since moving pictures are images taken in time series, it 
can be differentiated with respect to time. When the 
brightness of the image points corresponding to the same 
point in a three-dimensional space is 𝐼 and we assume that 
the brightness does not change between temporal adjacent 
images, the following spatiotemporal equation is satisfied: 

 
𝑑𝐼

𝑑𝑡
 =  𝐼𝑥𝑢 + 𝐼𝑦𝑣 + 𝐼𝑡 =  0 ,  

where 𝐼𝑥 , 𝐼𝑦 , and 𝐼𝑡  represent partial differentiations to 

horizontal, vertical and time axis directions respectively, and 

𝒖 = [𝑢, 𝑣]T = [𝜕𝑥/𝜕𝑡 , 𝜕𝑦/𝜕𝑡]T represents a motion vector 
in horizontal and vertical directions. 𝒖  is called “optical 
flow.” 

III. 3D RECONSTRUCTION ALGORITHM 

In this paper, we perform 3D reconstruction in the 
following steps: 

1. Image frames are cut out in chronological order 
from a drone video and the feature points are 
extracted from each of the images by using FAST. 

2. The feature point correspondence is estimated by 
combining the result of FAST and optical flow. 

3. 3D reconstruction is performed by inputting the 
feature point correspondence determined in step 2 to 
the BA algorithm. 

A. Estimation of feature point correspondence 

The key of 3D reconstruction using multiple images is 
the estimation of feature point correspondence. Since the 
resolution of a video taken by a low-priced drone is not so 
high, lots of wrong correspondences would be defined if we 
do not devise anything. So, we focus on the fact that image 
frames cut out from a drone video are time-series images. It 
is possible to easily calculate the optical flow between 
adjacent images in time axis. In addition, we adopt FAST 
that can extract the feature points very quickly from images 
and verify the feature point correspondences between the 
images by the combination. To be more concrete, first, 
feature points are extracted from the first image using FAST 
in two temporal adjacent images of the same scene taken 
from different viewpoints and the optical flow of the second 
image is calculated for their point group using the Lucas-
Kanade method. The corresponding point coordinates on the 
second image calculated by the optical flow are compared 
with the feature point coordinates on the second image 
extracted by FAST, and the correspondence is regarded as 
an outlier if their distance is greater than a pre-defined 
threshold. 

By the measures described above, it can be expected to 
define correspondences effectively between adjacent image 
points even from a video taken in relatively bad 
photographing condition. 



B. Formulation 

An image point obtained by photographing 3D point 

𝑿𝑗(𝑗 = 0,⋯ ,𝑀 − 1) in the 𝑖-th camera 𝑃𝑖 = 𝐾[𝑅𝑖, 𝒕𝑖] (𝑖 =

0,⋯ , 𝑁 − 1) is described as 𝒎𝑗
𝑖 and this process is modeled 

as follows: 

 𝜆𝑗
𝑖𝒎̃𝑗

𝑖 = 𝑃𝑖𝑿̃𝑗 ,  
while 𝑃0 = 𝐾[𝐼, 𝟎] is promised. Here, the goal is to restore 

projection matrix 𝑃𝑖 and 3D point 𝑿𝑗 from the image point 

group 𝒎𝑗
𝑖. So, we consider the minimization problem of the 

following function: 

 min
𝑃̂𝑖,𝑿̂̃𝑗

∑‖𝑃̂𝑖𝑿̂̃𝑗 − 𝒎̃𝑗
𝑖‖

𝑖𝑗

 , (5)  

where 𝑃̂𝑖 represents the projection matrix and 𝑿̂̃𝑗 represents 

the 3D point estimated from the correspondence of image 

group 𝒎𝑗
𝑖. Thus, 𝑃̂𝑖 𝑿̂̃𝑗 is the re-projection point to the image 

and Eq. (5) represents the minimization of re-projection 
errors. 

It is well known that optimal solution of Eq. (5) is 
determined by the non-linear iterative method such as 
Levenberg-Marquart method if optimal initial values can be 
selected. This is called “SfM” or “Bundle Adjustment.” In 
this paper, we perform the minimization of Eq. (5) using 
SSBA[5] (Simple Sparse Bundle Adjustment), which is one 
of BA. In addition, we show how to obtain the optimal 
initial values in the following section. 

C. Estimation of initial value 

Here, we consider estimation of 𝑃̂1, 𝑿̂̃𝑗  from point 

correspondence 𝒎̃𝑗
0 ↔ 𝒎̃𝑗

1 between two images determined 

by the method of section 3-A. Projection to the image point 
can be modeled as the following equation: 

 {
𝜆𝑗

0𝒎̃𝑗
0 = 𝑃0𝑿̂̃𝑗

𝜆𝑗
1𝒎̃𝑗

1 = 𝑃̂1𝑿̂̃𝑗

 . (6)  

As camera parameter 𝐾 is known, 

 {
𝜆𝑗

0(𝐾−1𝒎̃𝑗
0) = [𝐼|𝟎]𝑿̂̃𝑗

𝜆𝑗
1(𝐾−1𝒎̃𝑗

1) = [𝑅1|𝒕1]𝑿̂̃𝑗

 (7)  

is satisfied and essential matrix 𝐸 between the 0th and the 
1st images can be determined by using the eight-point 
algorithm[3] and others. As 𝐸 =  [𝒕]×𝑅 , it is possible to 
estimate 𝑃1 = 𝐾[𝑅1, 𝒕1] using singular value decomposition 
of 𝐸. In addition, the following equation is satisfied by Eq. 
(6): 

 [
𝑃0 −𝒎̃𝒋

𝟎 𝟎

𝑃̂1 𝟎 −𝒎̃𝑗
1
] [

𝑿̂̃𝑗

𝜆𝑗
0

𝜆𝑗
1

] = 𝟎  

It is possible to estimate 3D point 𝑿̂𝑗  by solving this 

equation. Since it is possible to estimate 𝑃̂𝑘, 𝑃̂𝑘+1, and 𝑿̂̃𝑗 

from the correspondence of 𝒎̃𝑗
𝑘 ↔ 𝒎̃𝑗

𝑘+1 by the same steps, 

we can perform the 3D reconstruction by inputting the 
initial value into the minimization problem of Eq. (5). 

IV. EVALUATION EXPERIMENT 

To verify the effectiveness of our method, we performed 
3D reconstruction from a video of a house photographed by 
AR. Drone quadrotor. Frist, we manually cut out multiple 
sets of two image frames that are adjacent in the time axis 
from the drone video and extracted the feature points from 
the frames. An example is shown in Fig.2. We calculated the 
optical flows of the first and second images (Fig.3 (upper)) 
and showed the result of applying the process of section 3-A 
(Fig.3 (lower)). Observing these results, it can be confirmed 
that the wrong flows are eliminated. In addition, we show the 
result of defining the corresponding points by using only 
SIFT[4] in Fig.4 (upper) and those by using the method of 
section 3-A in Fig.4 (lower). Lots of wrong correspondences 
exist in the result of SIFT, but those are successfully 
removed in the result of our method. We find that it is 
possible to estimate the outlier-less feature point 
correspondence as a whole. 

We calculated the initial value by the method of section 
3-C using corresponding point groups estimated by our 
method and minimized the process of section 3-B. The 
estimated visualization result of 3D point groups is shown in 
Fig. 5. The exterior wall parts of the house were successfully 
restored and good results were obtained.  

 

V. CONCLUSION 

In this paper, we estimated outlier-less corresponding 
feature points from the video taken by low-priced AR. Drone 
quadrotor and examined the 3D reconstruction method by 
using the points. Especially in the feature point 
correspondence between the images, we showed an outlier-
less estimation method using combination of FAST and 
optical flow. We confirmed the effectiveness of our method 
to some extent by the experiments with real drone videos, 
but there is also a problem that not so many 3D points are 
restored by only correspondence between adjacent images. 
In the future, we apply our method to more frames and need 
to carry out dense reconstruction experiments. 

Fig.2. Two temporal adjacent images are cut out from a drone video. 
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Fig.3. Calculated optical flow (upper) and 
removed outliers (lower). 

Fig.4. Matching of SIFT (upper) and 
matching results of our method (lower). 

Fig.5. Left: 3D points viewed from the left side, Center: view from 
the top, and Right: view from the right side. 
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Abstract—Digital Cameras and smart-phones with orientation 
sensors allow auto-rotation of portrait images. Auto-rotation of 
portrait is done by using the image file's metadata, exchangeable 
image file format (EXIF). The output of these sensors is used to 
set the EXIF orientation flag to reflect the positioning of the 
camera with respect to the ground. Unfortunately, software 
program support for this feature is not widespread or 
consistently applied. Our research goal is to create the EXIF 
orientation flag by detecting the upright direction of face images 
having no orientation flag and is to apply the software of 
organizing photos. In this paper, we propose a novel upright 
detection scheme for face images that relies on generation of 
rotated images in four direction and part-based face detection 
with Haar-like features. Inputted images are frontal faces and 
these images are in-plain rotated in four possible direction. The 
process of upright detection is that among four possible rotated 
images, if only one rotated image is accepted in face detection and 
other three rotated images are rejected, the upright direction is 
obtained from the accepted direction. Rotation angle of EXIF 
orientation is, 0 degree, 90 degree clockwise, 90 degree counter-
clockwise, or 180 degree. Experimental results on 450 face image 
samples show that proposed method is very effective in detecting 
upright of face images with background variations. 

Keywords—upright; face image; facial parts; geometric 
structure;    image rotation;    organizing photoss 

I.  INTRODUCTION 
The camera is equipped with an orientation Sensor that 

detects the orientation of an image shot and automatically 
rotates it to the correct viewing orientation in the display. The 
orientation Sensor automatically detects whether a picture is 
being taken horizontally or vertically. The sensor also 
automatically orients the image correctly for previewing on 
the camera's LCD screen or a PC monitor[1]. Exchangeable 
image file format (EXIF) is a standard that specifies the 
formats for images, and ancillary tags used by digital cameras 
(including smart-phones), scanners and other systems handling 
image files recorded by digital cameras[2]. Many newer 
digital cameras have a built-in orientation sensor. The output 
of this sensor is used to set the EXIF orientation flag in the 
image file's meta data to reflect the positioning of the camera 
with respect to the ground. The value of the EXIF orientation 
flag is specified as 1, 3, 6, or 8 ,which presents as horizontal 
(normal), rotate 180°, rotate 90° clockwise, or rotate 270° 
clockwise, respectively[2]. It is a 2-axis tilt sensor, allowing 4 

possible orientations to be detected. Digital Cameras with 
orientation sensors allow auto-rotation of portrait images. 

 However, support for this auto-rotation feature is not 
widespread or consistently applied[3][4,5]. While there are so 
many software programs available today that display JPEG 
images, only a subset of them interpret the EXIF orientation 
flag. Many programs simply display the JPEG image as it is 
stored, and completely ignore any extra details stored in the 
file's metadata. Some software do not support the EXIF 
orientation flag, and, what is worse, if image rotation is 
performed by using the rotate clockwise buttons, the EXIF 
orientation flag may be removed in some cases. Due to the 
above reasons, our research goal is to create the EXIF 
orientation flag by detecting the upright direction of face 
images. Face images are allowed having no orientation flag, 
and are applied to the software of organizing and viewing 
photos. 

Our approach of detecting the upright direction is based on 
face detection. Face detection methods usually handle two 
major types of head rotation: (1)out-of plane (left-right) 
rotation; (2) in-plane rotation. As the EXIF orientation flag 
shows the type of in-plane rotation, our face detection method 
handle the type of in-plane rotation. In recent years, face 
detection and expression recognition technology has rapidly 
developed[6] [7]. In particular, face detection has been applied 
to grouping and selecting the photos in photo organizing 
software such as accurate face extraction for face expression 
recognition as well as a number of various areas for the 
detection and tracking of persons in images. Some of the 
representative algorithms include the Boost-based algorithm in 
which faces are detected using learned data [8,9,10]. To 
handle in-plane rotated faces, the upright face detection 
framework was proposed with using a new set of ±26.565 ° 
Haar-like features [11]. The part-based approaches treat a face 
as a combination of some important facial parts: eyes, mouth 
and nose. These methods extract the facial parts and detect 
faces by analyzing the relationships of these parts[12]. 
However, These methods are not applied to create the EXIF 
orientation flag, and they cannot be utilized in real photo 
organizing applications to achieve the auto-rotation of face 
images. 

In this paper, we propose a novel upright detection scheme 
for face images that relies on generation of rotated images in 
four direction and whole-part-based face detection using Haar-



 

 

like features[8]. Inputted images are frontal faces and these 
images are in-plain rotated in four possible direction. The 
process of upright detection is that among four possible 
rotated images, if only one rotated image is accepted in face 
detection and other three rotated images are rejected, the 
upright direction is obtained from the accepted direction. 
Furthermore, experimental results on CALTEC frontal face 
image samples[13] are shown that the accuracy of upright 
detection is sufficient to apply photo organizing software. 

II. UPRIGHT DETECTION METHOD FOR ROTATED FACE IMAGES 

A. Outline of Upright Detection Methd for Rotated Face 
Images 
Photo organizing software include customizable ways to 

organize and view images. Photos are selected and grouped  
from categories, keywords, tags, color codes and more. It is 
convenient to have editing tools in photo organizing software.  
It is also convenient to have options within the software to 
send photos to social networking sites.  Fig. 1 shows the one 
role of photo organizer, that is auto-rotation for mix of rotated 
and upright face images. Our research goal is to create the 
EXIF orientation flag by detecting the upright direction of face 
images having no orientation flag and is to apply the software 
of organizing photos. Rotation angle of EXIF orientation is, 0 
degree, 90 degree clockwise, 90 degree counter-clockwise, or 
180 degree. 

              

             
(a) Photo images with mix of in-plain rotated and upright 

 (Before organizing photos) 

   

   
(b) Upright images (After organizing photos) 

Fig. 1. Upright of rotated face images.  

Fig. 2 shows the flowchart of upright face images. Inputted 
images are frontal faces and allowed in four possible rotation. 
Inputted image is rotated by every 90 degree and four rotated 
images are made. Part-based face detection process is 

executed for each rotated images, and the results of accept or 
reject of face  detection are saved with each rotation angle. 
After that, upright decision process is executed. In upright 
decision process, among four possible rotated images, if only 
one rotated image is accepted and other three rotated images 
are rejected in face detection, the upright direction is obtained 
from the accepted direction.  

 

Fig. 2. Flowchart of upright face images. 

                       
(a) Inputted Image (rotated)                           (b) Rotated by 0 °; reject    

               
 (c) Rotated by 90 ° counter-clockwise; accept       (d) Rotated by 180 °; reject 

      
   (e) Rotated by 90 ° clockwise; reject                (f) Outputted Image (upright) 

Fig. 3. Outline of upright face images by face detection.(The result of part-
based face detection shows figures; thin circle:whole face, square:nose, bold 
circle:eye, bold line:mouth) 

Fig. 3 shows the outline of upright face images by face 
detection. Fig. 3(a) shows inputted image. It is assumed that 
the photo is taken by holding the camera vertically. Inputted 
image is rotated by every 90 degree and four rotated images 



 

 

are made. Fig. 3(b) shows the image rotated by 0 degree. Fig. 
3(c) shows the image rotated by 90 degree counter-clockwise. 
Fig. 3(d) shows the image rotated by 180 degree, and Fig. 3(e) 
shows the image rotated by 90 degree clockwise. Face 
detection is accepted for the image rotated by 90 degree 
counter-clockwise in Fig. 3(c). Other three rotated images are 
rejected by face detection, which are shown in Fig. 3(b)(d)(e). 
In upright decision, the rotated image shown in Fig. 3(c) is 
decided as upright and the image rotated by 90 degree 
counter-clockwise is outputted. 

B. Face Detection based on Geometric Structure of Facial 
Parts 
Our face detection process is the combination of whole 

face detection and facial parts detection. Fig. 4 shows the 
geometric structure of facial parts. Thin circles show the 
whole faces detected. Squares, bold circles, and bold lines 
show the nose, eyes, and mouth, respectively. Extracted 
features are the center location and the size of these whole 
face and parts. The geometric constraints between parts and 
whole figures are presented and by using these constraints the 
candidates of whole face and parts are narrowed down. Fig. 5 
shows the flowchart of face detection based on facial parts 
structure. Firstly, classifier for whole face is provided and 
detection of whole face is executed. Secondly, classifier for 
facial parts such as nose, eyes, and mouth is provided and 
detection of facial parts is executed. Finally, The geometric 
constraints between parts and whole figures are applied to the 
candidates and the accepted whole face and facial parts are 
extracted. 

 

Fig. 4. Geometric structure of facial parts. (thin circle:whole face, 
square:nose, bold circle:eye, bold line:mouth) 

 

Fig. 5. Flowchart of face detection based on facial parts structure. 

III. EXPERIMENTAL RESULTS OF UPRIGHT ROTATED IMAGES 
Frontal face dataset, CALTEC Faces 1999[12], is used for 

experiment. This dataset contains 450 frontal face color 
images of 27 or so unique people under with different light, 
expression, and background. The image size is 896 x 592 

pixels and the file is Jpeg format. All sample face images are 
upright originally, so for upright experiment, sample images 
are rotated in four direction in advance. Upright experiment 
program is based on OpenCV2.1 and  the sample source 
named facedetect.cpp is used for face detection process. 
Target objects are whole face, nose, eyes and mouth. We use 
haarcascade_frontalface_alt.xml, haarcascade_mcs_nose.xml,  
etc. , as the object classifier in OpenCV2.1 library[9,10]. 

A. Experimental Results  of Face Detection based on 
Geometric Structure of Facial Parts 
Fig. 6 shows examples of candidates narrow-down by 

geometric structure of facial parts. The plural candidates of 
whole image and facial parts are detected in Fig. 6(a)(c). In the 
background, so many wrong whole face and facial parts are 
detected. Those candidates are error. By using geometric 
structure, those candidates are narrowed down and single 
candidate of whole face and nose are detected.  

   
 (a) Whole face and parts detection       (b) Narrow-down by Geometric structure decision 

   
(c) Whole face and parts detection     (d) Narrow-down by Geometric structure decision 

Fig. 6. Examples of candidates narrow-down by geometric structure of facial 
parts. 

TABLE I shows the accept rate of face detection in four-
direction.  In case of rotate angle 0 degree, number of accept 
samples is 439 and the number of reject samples is 11. Thus 
accept rate is 97.6% for 450 upright face images. In case of 
rotate angle 90 degree or 180 degree, the number of accept 
samples is 5 to 6, respectively. Those accept samples are error 
in face detection process. 

TABLE I.  ACCEPT RATE OF FACE DETECTION IN FOUR-DIRECTION 

Rotated angle 0  ° 90  ° 
counter-

clockwise 

180  ° 
(upside down) 

90  ° 
clockwise 

Number of 
accept samples 

439 6 5 6 

Number of 
reject samples 

11 444 445 444 

Accept rate 97.6% 1.3 1.1 1.3 



 

 

B. Experimental Results of Face Image Upright 
TABLE II shows the frequency distribution of accept 

samples in four-direction. In upright decision, among four 
possible rotated images, if only one rotated image is accepted 
and if other three rotated images are rejected in face detection, 
the upright direction is obtained from the accepted direction. 
The number of accept samples is 419, and the accept rate of 
upright decision is 93.1%, for the only one accept.  

TABLE III shows the success rate of upright detection for 
450 sample images. By visual check, the success rate of image  
is 93.1% and the reject rate is 6.9%. No error is occurred in 
image upright process. 

TABLE II.  FREQUENCY DISTRIBUTION OF ACCCEPT SAMPLES IN FOUR-
DIRECTION 

Number of accept 
angle in 4-direction 0 1 2 3 4 Total 

Number of accept 
samples 12 419 18 1 0 450 

Accept rate 2.7% 93.1 4.0 0.2 0 100 

TABLE III.  SUCCESS RATE OF UPRIGHT DECISION FOR SAMPLE IMAGES 

   Success  Reject  Error  Total  
Number of Samples 419 31 0 450 

Rate  93.1%  6.9%  0  100%  
 

            
(a) Rotated by 0 °; accept                     (b) Rotated by 90 ° counter-clockwise; accept  

            
(c) Rotated by 180 °; reject                           (d) Rotated by 90 ° clockwise; reject 

Fig. 7. Example of sample images for upright reject (two accept cases of  face 
detection; Red arrow shown  in (b) denotes the misdetected face.). 

C. Consideration on Reject Sample Images 
Fig. 7 shows the example of sample images for upright 

reject. The image rotated by 0 degree is accepted in face 

detection process shown in Fig. 7(a). And the image rotated by 
90 degree counter-clockwise is also accepted in face detection 
shown in Fig. 7(b). At the bookshelf in the background, whole 
face and nose are detected wrongly, and the geometric 
structure decision is accepted. Hence the number of accept in 
face detection is two, upright decision is rejected. 

IV. CONCLUSION 
In this paper, we propose a novel upright detection scheme 

for face images that relies on generation of rotated images in 
four direction and part-based face detection with OpenCV2.1  
Haar-like features. Inputted images are frontal faces and these 
images are in-plain rotated in four possible direction. From the 
detected upright direction, the EXIF orientation flag can be 
created easily for photo organizing software. Experimental 
results on 450 frontal face image samples show that proposed 
method is very effective in detecting upright of face images 
with background variations. Future works are on upright 
detection of natural scenes and on producing intelligent photo 
organizer software. 
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Abstract— Recently developed 3D video codecs are based on 
multi-view plus depth map format. In the system, it is more 
general to use depth maps at lower resolution than texture for the 
coding efficiency and complexity. Accordingly, it is necessary to 
adjust the reconstructed depth map to the size of texture for view 
rendering, where the simple dilation filter is widely used for this 
purpose. In this paper, we first analyze the functionalities of the 
dilation filter, and then enhance its drawbacks. The simulation 
results are also given to show the performance improvement of 
the proposed scheme. 

Keywords – Multi-view plus Depth map, Post processing, Muli-
veiw coding, 3D video coding, dilation filter 

 

I.  INTRODUCTION 
Nowadays, 3D video system is getting more attentions as 

the next generation video system. Stereoscopic or multi-view 
systems are well-known examples. Stereoscopic method 
presents two offset images separately to the left and right eyes 
of the viewer, and makes viewer feels depth in space. But, it 
only provides a fixed view-point image to viewers. For solving 
this problem, multi-view system, that can provide multiple 
view-point images, is getting attentions. Additionally, the 
problem about huge data size for expression of multiple view-
point images can be solved by multi-view plus depth map 
(MVD) system with depth-image based rendering (DIBR) 
technique. Therefore, MVD system mainly relies on the depth 
map, and is focusing to reduction about redundancy of view-
point [1-3].  

Depth map has some interesting characteristic in 
comparison with existing images. Above all, in MVD system, 
foreground information of depth is more important than 
background information, and location of edge is more 
important than each values of depth. So, when depth map is 
compressed, compression errors around edge cause severe 
quality degradation in rendered images. Because of this reason, 
a set of filters for depth map have been continuously proposed 
[4-6]. 

In this paper, we first analyze the gray-scale dilation filter 
[4]. In 3D video coding, methods such as lower resolution 
depth than texture is sometimes used for the coding efficiency 
and complexity. But, in this procedure, edge information of 
depth is more damaged, and the simple dilation filter as post 
processing is widely used for solving the problem in the 
rescaling of the reconstructed depth maps. But, the simple 

dilation filter has some problems, so we propose the modified 
method for the further coding gain.  

The rest of the paper is organized as follows. In Section II, 
we first present and analyze the functionalities of the dilation 
filter in 3D video coding, and then introduce the proposed 
modifications with the additional morphological processing. 
Experimental results are shown in Section 3. The concluding 
remarks are given in Section 4. 

II. PROPOSED FILTER 

A. Dilation filter 
As mentioned above, depth map is often distorted by the 

compression process in 3D video coding. Moreover, lower 
resolution of depth map than texture is preferred for the coding 
efficiency and complexity, and therefore, edge profile in depth 
maps are severely distorted during rescaling. Consequently, 
they give the unpleasant visual artifacts in synthesized views.  

Dozens of studies have been focusing this issue [4, 7-10], 
and the simple dilation filter takes the maximum value in 
neighboring pixels as the following equation (1).  = max ,						 ∈ ()																						(1) 
where   represents the filtered image of  , and () shows 
the neighboring pixels around . The dilation operation usually 
uses a structuring element for expanding the shape of the input 
image.  

B. Modified dilation filter  
As mentioned above, dilation filter takes maximum value in 

neighboring pixels. During the process, however, pixels of 
background regions take unwanted foreground values. But, in 
MVD system, location of edge is very important to determine 
the warping pixel position. Therefore, we propose the 
background-foreground classification before dilation filtering, 
and only apply the dilating filter to the foreground regions as 
shown in Figure 1. 

 



(a) 

 
(b) 

Figure 1. (a) Conventional dilation filter, (b) Modification 
of dilation filter 

C. Morphological filter 
Modified dilation filter takes maximum value at only 

foreground regions. But, clustering about foreground regions 
and background regions is not trivial problem due to 
compression errors. Simple application of the proposed scheme 
results in errors as shown in Figure 2.  

 
Figure 2. Errors by the modified dilation filtering. 

Those errors in binary images are removed by 
morphological processing. Since depth map has similar 
characteristics to the binary image, we propose to additionally 
apply the grey-scale dilation and erosion filter. As a result, 
most errors by the modified dilation filter are effectively 
removed as shown in Figure 3. 

 
Figure 3. Results of modified dilation filtering + 

morphological filtering. 

III. EXPERIMENTAL RESULTS 
In this paper, we do experiment using the test sequences in 

Common Test Condition (CTC) of JCT-3V for a careful 
experiment and evaluation about the proposed filter. 3D-ATM 
v9.0 [11] is used for the Reference S/W, and 1D fast VSRS [12] 
is for the intermediate view rendering. Details of test sequences 
and experimental conditions are provided in the CTC text [13]. 

We set an anchor with CTC setting, and compare the 
dilation filter, and proposed filters with anchor. The objective 
comparisons are shown in Table I w.r.t. BDBR. 

TABLE Ⅰ. COMPARISONS OF CODING EFFICIENTY 

 
Dilation filter Modified 

dilation filter 

Modified dilation 
filter + 

morphological 
filter 

Poznan Hall2 -1.05 -1.29 -1.43 
Poznan Street -3.20 -3.13 -3.59 
Undo Dancer -19.74 -17.77 -18.52 
GT Fly -3.98 -1.82 -2.27 
Kendo 0.11 -0.11 -0.48 
Balloons -1.65 -5.81 -6.78 
Newpaper -0.64 -3.00 -3.63 

AVG. -4.31 -4.70 -5.24 

 

As shown in results, the proposed modification of dilation 
filter improves the view quality compared to the conventional 
dilation filter, and modified dilation filter + morphological 
filter  even enhances the performance on average w.r.t. the 
coding efficiency, especially, for Balloons and Newspaper 
sequences. On the other hand, there is small quality 
degradation for Undo Dancer sequence, which is caused by the 
inaccuracy of the segmentation for foreground and background. 

Subjectively, some visual errors by the modified dilation 
filtering are effectively removed by the proposed 
morphological filter as shown in Figure 3, because 
characteristic of depth map is similar to the binary image in 
local region. 

IV. CONCLUSIONS 
In this paper, we propose the modified dilation filter by 

enhancing the conventional dilation filter, and morphological 
filter for removing errors about modified dilation filter. 
Performance improvement of modified dilation filter and 
consecutive morphological filter is shown by the experiments.  

ACKNOWLEDGEMENTS 
This research war supported by Basic Science Research 

Program through the National Research Foundation of Korea 
(NRF) funded by the Ministry of Science, ICT & Future 
Planning (NRF-2013R1A1A1057779). 

REFERENCES 
 

[1] Text of ISO/IEC 14496-10:200X/FDAM 1 Multi-View Video Coding, I
SO/IEC JTC1/SC29/WG11, Doc. N9978, Hannover, Germany, 2008. 

[2] A. Smolic, K. Mueller, N. Stefanoski, J. Ostermann, A. Gotchev, G. B. 
Akar, G. Triantafyllidis, A. Koz, “Coding algorithms for 3DTV a surve
y,” IEEE Trans. Circuits System. Video Technol., vol. 17, no. 11, pp. 1
606-1621, 2007. 

[3] P. Merkle, A. Smolic, K. Muller, T. Wiegand, “Multiview video plus de
pth representation and coding,” in Proc. IEEE Int. Conf. on Image Proc
essing, vol. 1, no., pp. 201–204, 2007. 

[4] 3D-CE3.a results on dilation filter for depth post processing, ITU-T SG 
16 WP 3 and ISO/IEC JTC 1/SC 29/WG 11, Doc. JCT2-A0038, Stockh
olm, 2012. 

[5] K.J. Oh, S. Yea, A. Vetro, Y.S. Ho, "Depth reconstruction filter and do



wn/up sampling for depth coding in 3-D video," IEEE Signal Processin
g. Lett., vol. 16, no. 9, pp. 747-750, 2009. 

[6] K.J. Oh, A. Vetro, Y.S. Ho, “Depth coding using a boundary reconstruc
tion filter for 3D video system,” IEEE Trans. Circuits System. Video T
echnology, vol. 21, no. 3, pp. 350-359, 2011. 

[7] J. Kopf, M. Cohen, D. Lischinski, M. Uyttendaele, “Joint bilateral upsa
mpling”, Proc. ACM Siggraph, vol. 26, no. 3, pp. 96, 2007. 

[8] D. De Silva, W. Fernando, H. Kodikaraarachchi, S. Worrall, A. Kondoz,
“Adaptive sharpening of depth maps for 3D-TV,” Electronics Lett., vol.
 46, no. 23, pp. 1546 –1548, 2010. 

[9] D. Min, J. Lu, M. N. Do, “Depth video enhancement based on weighted
 mode filtering,” IEEE Trans. Image Processing, vol. 21, no. 3, pp. 117
6-1190, 2012.  

[10] Y.S. Kang, S.B. LEE, YS Ho, "Depth map upsampling using depth loca
l features," Electronics Lett., vol. 50, no. 3, pp. 170-171, 2014 

[11] 3D-AVC Test Model 5, ITU-T SG16 WP3 ISO/IEC JTC1/SC29/WG11,
 Doc. JCT3V-C1003, Geneva, 2013. 

[12] 3D-HEVC Test Model 3, ITU-T SG16 WP3 ISO/IEC JTC1/SC29/WG1
1, Doc. JCT3V-C1005, Geneva, 2013. 

[13] Common test condition of 3DV core experiments, ITU-T SG16 WP3 IS
O/IEC JTC1/SC29/WG11, Doc. JCT3V-C1100, Geneva, 2013. 

 


	MAIN
	4C-1.Effective View-dependent Weighting of Multiple Videos for Smooth Virtual View Transition
	4C-2. Creating more comprehensive facial expressions by morphable 3D face model:Transformation of 3D faces through impression transfer vectors defined by SVM
	4C-3. 3D reconstruction from a video taken by low-priced drone quadrotor using outlier-less estimation of corresponding feature points
	4C-4. Upright Detection of In-Plain Rotated Face Images for Setting the EXIF Orientation Flag 
	4C-5. Enhancement of Depth Map Post-Processing for 3D Video Coding

	Return

